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Molecule generation

J.M. Tomczak 2



Problem
Goal: Generate novel molecules
Constraints: Molecules that have certain desirable properties
Search space: ~1060
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Problem
Goal: Generate novel molecules
Constraints: Molecules that have certain desirable properties
Search space: ~1060

Representation of molecules:
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Molecule Generation with Joint VAEs
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ln𝑝𝑝 𝐱𝐱,𝑦𝑦 = ln𝑝𝑝 𝑦𝑦 𝐱𝐱 + ln𝑝𝑝(𝐱𝐱)

Gómez-Bombarelli et al., ACS Central Science, 2018
"Automatic chemical design using a data-driven continuous representation of molecules.“
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"Automatic chemical design using a data-driven continuous representation of molecules.“
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Molecule Generation with Joint VAEs
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Optimization through Gradient Descent

ln𝑝𝑝 𝐱𝐱,𝑦𝑦 = ln𝑝𝑝 𝑦𝑦 𝐱𝐱 + ln𝑝𝑝(𝐱𝐱)

or graphs

or graphs
Gómez-Bombarelli et al., ACS Central Science, 2018

"Automatic chemical design using a data-driven continuous representation of molecules.“



Molecule Generation with GANs
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De Cao & Kipf. ICML workshop, 2018
"MolGAN: An implicit generative model for small molecular graphs"

Objective: adversarial loss + RL

𝐿𝐿 𝜃𝜃 = 𝜆𝜆 ⋅ 𝐿𝐿𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 𝜃𝜃 + 1 − 𝜆𝜆 ⋅ 𝐿𝐿𝑅𝑅𝑅𝑅(𝜃𝜃)
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De Cao & Kipf. ICML workshop, 2018
"MolGAN: An implicit generative model for small molecular graphs"

Objective: adversarial loss + RL

𝐿𝐿 𝜃𝜃 = 𝜆𝜆 ⋅ 𝐿𝐿𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 𝜃𝜃 + 1 − 𝜆𝜆 ⋅ 𝐿𝐿𝑅𝑅𝑅𝑅(𝜃𝜃)
properties

generation



Molecule Generation with Diffusion Models
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Hoogeboom et al., ICML 2022
“Equivariant Diffusion for Molecule Generation in 3D”

Equivariance is important



Molecule Generation with Diffusion Models
J.M. Tomczak 13

Hoogeboom et al., ICML 2022
“Equivariant Diffusion for Molecule Generation in 3D”



Summary
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Model Representation Objective Constraints EVIdence
Tractability

VAEs SMILES
Graphs ELBO Property 

predictor 

GANs Graphs Adversarial loss RL loss 

Diffusion 
models Graphs + 3D ELBO Property 

predictor 



Jointformer: 
A shared model for 
generating and predicting
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Molecule generation with joint models
We want to generate molecules with specific properties!

A possible solution: training a joint model

ln 𝑝𝑝 𝐱𝐱,𝑦𝑦 = ln 𝑝𝑝 𝑦𝑦 𝐱𝐱 + ln 𝑝𝑝(𝐱𝐱)

How to do that?
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We need to ensure that we can generate molecules AND predict properties!

Ideally, we would like to have a single model that has it all!



Jointformer for molecules
We propose to use a single, shared Jointformer:
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Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2023
“Joint Molecule Generation and Property Prediction with Jointformer”

Parameters are shared between 𝑝𝑝(𝑦𝑦|𝐱𝐱) and 𝑝𝑝(𝐱𝐱) and the difference 
is changing the masking from causal=True to causal=False.



Training of Transformers
Standard training procedure:

• Pre-training: Training with the masked loss over tokens with masking
(𝐦𝐦~𝑝𝑝(𝐦𝐦)):

𝐿𝐿 𝜃𝜃 = �
𝑛𝑛

�
𝑑𝑑

ln𝑝𝑝(𝑥𝑥𝑛𝑛,𝑑𝑑|𝐦𝐦⊙𝐱𝐱𝑛𝑛,−𝑑𝑑;𝜃𝜃)

• Fine-tuning: Training a predictor 𝑝𝑝 𝑦𝑦|𝐱𝐱 (e.g., properties) or a decoder-
transformer (causal=True) 𝑝𝑝 𝐱𝐱 using the likelihood function:
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𝐿𝐿 𝜃𝜃 = ∑𝑛𝑛 ln𝑝𝑝 𝑦𝑦𝑛𝑛 𝐱𝐱𝑛𝑛;𝜃𝜃,𝜙𝜙 OR 𝐿𝐿 𝜃𝜃 = ∑𝑛𝑛 ln𝑝𝑝 𝐱𝐱𝑛𝑛; 𝜃𝜃

Devlin et al. , NAACL-HLT, 2019
“BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding”
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EITHER predictive OR generative
Devlin et al. , NAACL-HLT, 2019

“BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding”



Training of Transformers
Standard training procedure:

• Pre-training: Training with the masked loss over tokens with masking
(𝐦𝐦~𝑝𝑝(𝐦𝐦)):

𝐿𝐿 𝜃𝜃 = �
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�
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ln𝑝𝑝(𝑥𝑥𝑛𝑛,𝑑𝑑|𝐦𝐦⊙𝐱𝐱𝑛𝑛,−𝑑𝑑;𝜃𝜃)

• Fine-tuning: Training a predictor 𝑝𝑝 𝑦𝑦|𝐱𝐱 (e.g., properties) (causal=True) using 
the penalized likelihood function with ln 𝑝𝑝 𝐱𝐱 :
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𝐿𝐿 𝜃𝜃 = �
𝑛𝑛

ln𝑝𝑝 𝑦𝑦𝑛𝑛 𝐱𝐱𝑛𝑛; 𝜃𝜃,𝜙𝜙 + 𝜆𝜆�
𝑛𝑛

ln𝑝𝑝 𝐱𝐱𝑛𝑛; 𝜃𝜃

Strongly predictive but very poor generative
Radford, A., Narasimhan, K., Salimans, T., Sutskever, I., 2018, 

“Improving language understanding by generative pre-training”



Training of Transformers
Standard training procedure:

• Pre-training: Training 𝑝𝑝 𝐱𝐱 using the masked loss over tokens with masking
(𝐦𝐦~𝑝𝑝(𝐦𝐦)) as a penalty:
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transformer (causal=True) 𝑝𝑝 𝐱𝐱 using the likelihood function:
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Dong et al., NeurIPS, 2019
“Unified language model pre-training for natural language understanding and generation”
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Dong et al., NeurIPS, 2019
“Unified language model pre-training for natural language understanding and generation”

EITHER predictive OR generative

𝐿𝐿 𝜃𝜃 = ∑𝑛𝑛 ln𝑝𝑝 𝑦𝑦𝑛𝑛 𝐱𝐱𝑛𝑛;𝜃𝜃,𝜙𝜙 OR 𝐿𝐿 𝜃𝜃 = ∑𝑛𝑛 ln𝑝𝑝 𝐱𝐱𝑛𝑛; 𝜃𝜃



Training of Jointformers
We propose the following modified training procedure:

• Pre-training: Training 𝑝𝑝 𝐱𝐱 using causal=True and the masked over tokens 
(causal=False) with masking (𝐦𝐦~𝑝𝑝(𝐦𝐦)):

𝐿𝐿 𝜃𝜃 = �
𝑛𝑛

�
𝑑𝑑

ln𝑝𝑝(𝑥𝑥𝑛𝑛,𝑑𝑑|𝐦𝐦⊙𝐱𝐱𝑛𝑛,−𝑑𝑑; 𝜃𝜃) + ln𝑝𝑝(𝐱𝐱𝑛𝑛;𝜃𝜃)

• Fine-tuning: Training a predictor 𝑝𝑝 𝑦𝑦|𝐱𝐱 (causal=False) and a decoder-
transformer (causal=True) 𝑝𝑝 𝐱𝐱 :
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𝐿𝐿 𝜃𝜃 = �
𝑛𝑛

ln𝑝𝑝 𝑦𝑦𝑛𝑛 𝐱𝐱𝑛𝑛;𝜃𝜃,𝜙𝜙 + ln𝑝𝑝 𝐱𝐱𝑛𝑛; 𝜃𝜃

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”
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𝐿𝐿 𝜃𝜃 = �
𝑛𝑛

ln𝑝𝑝 𝑦𝑦𝑛𝑛 𝐱𝐱𝑛𝑛;𝜃𝜃,𝜙𝜙 + ln𝑝𝑝 𝐱𝐱𝑛𝑛; 𝜃𝜃

Enforcing good representation learning!

Ensuring both generative and predictive Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Generative & Predictive capabilities of Jointformers
The performance of our Jointformer:
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Pre-trained without labels! But with the masked loss and the generative loss.

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Generative & Predictive capabilities of Jointformers
The performance of our Jointformer:
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It is important to add the masked loss to pre-training!

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Generative & Predictive capabilities of Jointformers
The performance of our Jointformer:
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It seems possible to train a powerful predictor with joint likelihood!
But “no-free-lunch”: the generative performance drops a bit.

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Generative & Predictive capabilities of Jointformers
The performance of our Jointformer:
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Our Jointformer can generate, all other methods can’t!
Overall, we are always in top-3!
We beat our direct competitor (no likelihood-based training).

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Generative & Predictive capabilities of Jointformers
The performance of our Jointformer:
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Molecular properties of our approach are in line with test data (GuacaMol).

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Generative & Predictive capabilities of Jointformers
The performance of our Jointformer:
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Jointformer achieves on par performance to SOTA purely generative models.

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Conditional sampling from Jointformers
Distribution of properties sampled conditionally:

J.M. Tomczak 32

x-axis: property value, y-axis: counts

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Conditional sampling from Jointformers
Distribution of properties sampled conditionally:
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Pre-trained Transformer learns the data distribution perfectly

x-axis: property value, y-axis: counts

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Conditional sampling from Jointformers
Distribution of properties sampled conditionally:

J.M. Tomczak 34

Fine-tuned Transformer shifts the distribution!

x-axis: property value, y-axis: counts

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Conditional sampling from Jointformers
Distribution of properties sampled conditionally:
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BUT our Jointformer samples BEST molecules!

x-axis: property value, y-axis: counts

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Jointformers
We can learn a joint transformer by maximizing the joint log-likelihood 
function, …

… but we need a penalty term to have a strong predictive performance.

… and we can have a single model (i.e., generating + predicting)!

J.M. Tomczak 36

Izdebski, Weglarz-Tomczak, Szczurek, Tomczak, 2024
“Joint Molecule Generation and Property Prediction with Jointformer”



Summary
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Model Representation Objective Constraints EVIdence
Tractability

VAEs SMILES
Graphs ELBO Property 

predictor 

GANs Graphs Adversarial loss RL loss 

Diffusion 
models Graphs + 3D ELBO Property 

predictor 

Jointformer SMILES Joint Likelihood - 



Challenges
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Challenges

• Trustworthiness

• Sustainable Generative AI

• Lean Language Models

• Low-energy (brain: ~0.5 kWh/day vs. 16xGPU: ~170 kWh/day)

• Low-precision

• Useful applications:

• From images to Life Sciences, Molecular Sciences, Ecology, …

J.M. Tomczak 39

To what extent can we trust generated molecules?
Do GenAI models “understand” quantum chemistry?
Can we add knowledge to these models?
Do we need something to go beyond training data?

Question

Knowledge Database

Search engine Generative Model

Answer



Challenges

• Trustworthiness

• Structure-based Molecule Generation

• Affinity prediction

• Molecular docking

• Lead optimization

• Useful applications:

• From images to Life Sciences, Molecular Sciences, Ecology, …
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Challenges

• Trustworthiness

• Structure-based Molecule Generation

• Affinity prediction

• Molecular docking

• Lead optimization

• Further tractability of generative models for molecules

• Developing models with MAR, COND and MAP tractability

J.M. Tomczak 41



Take-aways
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Take-aways

Generative AI has shown a great 
potential for molecule generation!

Many open research questions 
(including tractability!)

Trustworthiness: Incorporating 
knowledge (quantum chemistry) into 
Generative AI for molecular modeling

J.M. Tomczak 43

(Always remember about shameless self-promotion)



Thank you!
Questions?

J.M. Tomczak 44

Contact: j.m.tomczak@tue.nl
jmk.tomczak@gmail.com

Generative AI Group: https://generativeai-tue.github.io/             Amsterdam AI Solutions: https://amsterdamaisolutions.com/

mailto:j.m.Tomczak@tue.nl
mailto:jmk.tomczak@gmail.com
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