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Stealing identity and private information

Stealing fragile information

Taking control over a person or an 
organization
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Machine Learning for the rescue!



What is Machine Learning?

Machine Learning

Statistics Optimization (Big) Data

- Probabilistic modelling

- Estimators

- Optimization methods

- Convex programming

- Image, Sound, Text ...

- Countless data sources



Machine learning: A remedy for cyberattacks 
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Identity identification

(sequential data)

● Voice recognition

● Voice comparison



Machine learning: A remedy for cyberattacks 

Behavior analysis

(temporal data)

● E.g.: expenditures

● Anomaly detection



Machine learning: A remedy for cyberattacks 

Network analysis

(network data)

● E.g.: mobile network

● Hubs identification



Delving into machine learning: 
Typical tasks



Typical tasks of machine learning

Machine Learning

Supervised learning

Unsupervised learning

Semi-supervised learning

Reinforcement learning



Supervised learning

● Input (object) and 
target are known.

● Aim: train a model to 
predict the target for 
a new input.

● Two cases:
- regression
- classification

Regression

Classification



Unsupervised 
learning

● Input (object) is 
known. Target is 
unknown.

● Aim: density 
estimation.

● Typical tasks:
- clustering
- dimensionality 
reduction

Clustering

Dimensionality 
reduction



Reinforcement 
learning

● Agent interacts with 
environment to 
achieve a goal.

● Aim: training a policy 
(a series of actions to 
achieve the goal).



Delving into machine learning: 
Main components



Reality



Model

Reality

Learning Model selection



Model

Reality

Learning

Inference Prediction

Model selection



Model

Reality

EvaluationLearning

Inference Prediction

Model selection



Model

Reality

EvaluationLearning

Inference Prediction

Model selection



Machine learning: Models
Sc

al
ab

ili
ty

Supervised Unsupervised

Support Vector 
Machines

k-NN

Linear 
Regression

Logistic 
Regression

Gaussian 
Processes

PCA

ICA
Mixture of 

Experts
Mixture of 
Gaussians

Neural 
Networks

CART LDA



Machine learning: Models
Sc

al
ab

ili
ty

Supervised Unsupervised

Support Vector 
Machines

k-NN

Linear 
Regression

Logistic 
Regression

Gaussian 
Processes

PCA

ICA
Mixture of 

Experts
Mixture of 
Gaussians

Neural 
Networks

CART LDA



Delving into machine learning:
Deep Learning (neural networks)





Deep learning: Multilayer Perceptron (MLP)
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Deep learning: Multilayer Perceptron (MLP)



Automatic feature 
extraction

● Feature in successive 
layers represent 
higher level of 
abstraction.

● Good features should 
be:
- informative
- robust
- invariant

Low-level features

Higher-level 
features

Highest-level 
features

Raw data



Deep learning: Convolutional Networks

● Local connectivity.

● Invariance to translations.

● Current state-of-the-art 
architectures for image 
analysis and text processing.
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Conclusion



601,705
This is a number of downloads from anaconda.org of the following machine 

learning packages: scikit-learn, PyTorch, Tensorflow, Theano.



Machine 
Learning is a 
breakthrough

In order to handle Big Data, we 
need scalable and efficient 

tools.



“All models are wrong but some are useful”

- Box, G. E. P. (1979), "Robustness in the strategy of scientific model building"



Machine learning is a 
remedy
for cyberattacks.



Thanks!

Contact information:

J.M.Tomczak@uva.nl

jakubmkt@gmail.com

https://jmtomczak.github.io

Code on github:
https://github.com/jmtomczak 
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